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The first article in
this series looked in
detail at 2.5D and

3D method-of-moments
(MoM) EM solvers as they
relate to signal integrity
designers and illustrated
how, along with the power
of multi-core processors

and computer memory, new mathematical algo-
rithms and techniques such as state-of-art-pre-
conditioners, compression techniques, and mul-
tipole formulations have dramatically
increased the capabiliteis of EM software.

This article examines a second class of
mathematical algorithms that have dramati-
cally increased the speed of EM simulators. It
describes ways to reduce solution times by
using fewer frequencies, while ensuring the
frequency resolution of the resulting dataset.
The methods are known generically as “fast-
frequency-sweep” techniques, and they
attempt to reduce the number of frequencies
required to obtain the simulation response of
the problem while maintaining accuracy. The
methods are also useful for solving the prob-
lem of using the EM simulation results in
time-domain simulators.

In an ideal world, every designer would
receive his or her results instantaneously with
no errors, while solving it on the computing
equivalent of a digital watch over gigahertz
bandwidths and 1-Hz increments. Although
this is obviously not possible, improvements in
EM codes offer many different ways to tackle
some or all of these challenges. As in all things
electronic, trade-offs in accuracy, speed, prob-
lem complexity (or computing capacity), and
frequency span and granularity, are required.

Advanced Frequency Selection Versus
Convolution

Advanced frequency selection (AFS) allows
interconnects to be studied at many frequen-
cies by simulating only at a few frequencies.
The computer rather than the designer auto-
matically chooses the optimal simulation fre-
quencies. The benefits are significant. The
computer has the ability to choose fewer fre-
quencies (which reduces the total simulation
time), and from these selected frequencies pro-
vide coarser spacing, interpolating the inter-
vening ones with a high degree of accuracy
without actually solving the EM problem at
these finer frequencies. In addition, the meth-
ods are normally iterative. That is, a few fre-
quencies are initially selected and more fre-
quencies are then solved for in subsequent
iterations based on the initial frequency
results. This gives the designer some idea of
error or convergence rate.

These algorithms are not really providing
a true error, which is only possible if the exact
results are known and the problem is solved
with very high accuracy at each frequency
generated by the AFS algorithm. They instead
provide a glimpse of how much the answer is
changing with further refinement, which is
often useful as it provides a practical measure
of how well the problem has converged.
Unfortunately, the obvious technique of sim-
ply choosing a few points and drawing
straight lines between them is not very useful,
as a resonance in the frequency response for a
high Q circuit can be completely missed.
Fortunately, mathematicians have developed
a number of clever ways of estimating the
response that attempt to include the basic
physics of the underlying system.
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These methods are also useful in solving another out-
standing problem for EM simulations. One way to classi-
fy EM simulation technology is in terms of the frequency
and time domains, and the results are interrelated by the
frequency-time duality inherent in circuits. A designer
can switch between the time-domain and frequency-
domain response using Fourier transform techniques, but
a problem arises in using frequency-domain data in a
time-domain simulator like SPICE or its variants. This
technique, called convolution, is extremely slow, but the
advanced frequency sweeping algorithms can also be used
to efficiently model the frequency-domain data, allowing
the time-domain simulator to quickly and efficiently use
the resulting reduced data set.

Speed-Increasing Sweeping Techniques
Frequency-domain solvers, both 2D and 3D, must

solve EM problems at multiple frequencies; a single fre-
quency is rarely useful to a designer. For expediency,
designers normally choose a fixed step size spanning the
range of frequencies needed for the simulation. So it’s rea-
sonable to wonder if the number of frequencies required
to simulate the problem can be reduced while also deliv-
ering a reasonable answer over the frequency range of
interest. If care is taken when developing the algorithm,
the answer is yes. There are two goals: the first to reduce
the required simulation time, and the second to give the
designer an estimate of simulation error. A generic
approach for estimating this error is shown in Figure 1.
The details vary with the specific algorithm being used.

The problem is first simulated at three frequencies:
the minimum frequency (Fmin), the maximum frequency
(Fmax), and the midpoint (Fmid). The results for the S-
parameters can be approximated for all frequencies by
drawing an interpolating curve, in this case a quadratic.
Two more frequencies are then simulated and are shown

in Figure 1 as the midpoints of the lower and upper
halves of the frequency range. A new curve is drawn, and
while the curves will not agree at all frequencies, the dif-
ference between them is an estimate of the error, with the
largest difference used as the error criterion. If this error
is less than a specified goal, the problem can be consid-
ered converged. If it is too great, more points are added.
Just where in the frequency range the points are added
depends on the algorithm used, but eventually either the
error criteria are met or the maximum number of simula-
tions is reached.

The trick in this approach is to determine the esti-
mating curve. The straightforward method of using some
form of polynomial fit is not a good choice for several rea-
sons. First, high order polynomial interpolations are noto-
riously unstable. This problem can be overcome by patch-
ing together lower-order polynomials over subsets of the
entire frequency range. Spline fits, for example, could be
made to produce smooth curves that are numerically sta-
ble. A bigger problem is that the interpolation can com-
pletely miss a resonance. This is shown in Figure 1, where
the actual structure has a resonance, and a naïve inter-
polation approach completely misses it. This can be espe-
cially problematic for high Q structures, but sophisticated
techniques have been developed to mitigate it. The results
of this continuing work are available in the technical lit-
erature.

It doesn’t seem possible upon first inspection that a
few frequencies can approximate all of the frequency
points needed to accurately represent a resonance, espe-
cially when the sample points are not near the resonance
in question. However, mathematical representations and

Figure 1  ·  Estimating error in approximate frequency
sweeps. Figure 2  ·  An EM response fitted to circuit elements. As

an LC pair can represent a resonance and it is derived
from Maxwell’s Equations, it can be used to map a
finite set of discrete frequency results for an EM analy-
sis onto a continuous frequency range.
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methods to parameterize them have been developed to
capture the underlying physics of the problem.

Consequently, using the notion that the EM simula-
tions themselves obey Maxwell’s equations, and that they
also are the basis of circuit theory, it should be possible to
make a reasonable circuit model that can reproduce the
S-parameters generated by the EM simulator as shown in
Figure 2. This approach has merit and is extremely pow-
erful, but can require many elements if the circuit of
interest is complicated, as are very dense SI intercon-
nects. The large number of elements isn’t necessarily a
problem if the fit is exact everywhere. If one resonance is
missed, the designer must add more elements to create a
larger order polynomial. Higher order polynomials are
notoriously unstable and can introduce greater and
greater error. This approach was intensively investigated
in the 1990s and found wanting. For example, Figure 3
shows the response of the circuit drawn in Figure 2. It
also shows the change in the response when the values
are changed by 5% for the circuit elements. Note that the
prediction of the resonance at about 9 GHz is off by 100%.
This is because the high-order polynomial underlying the
circuit response is poorly behaved numerically.

New methods were therefore investigated starting in
the mid 1990s. Researchers realized that it is not neces-
sary to use actual circuit elements to approximate the
response. Mathematically, the circuit elements result in
equations in the frequency domain that can be represent-
ed by polynomials in the complex plane. So it is logical to
think of poles and zeros in the complex plane as a good
way to represent the S-parameters. The goal is to choose

a few poles in the complex plane that reasonably repre-
sent the complex response, where “reasonably” is the
error previously discussed for AFS. There is no attempt to
start with an actual circuit model. Rather, the entire
approach is to model the system response as an abstract
model of poles.

The motivation for this approach is a compact way to
find and represent the resonances. As resonances normal-
ly occur because the response is being dominated by a sin-
gle pole in that frequency range, the entire response
might be represented by a rational function defined by
them. If the designer or the frequency selection algorithm
can guess the dominant poles, the result should be a fre-
quency response that works well over the entire range
(Figure 4).

The remaining question is how to choose the poles, a
problem the EM community has been trying to answer for
20 years. A large portion of the underlying mathematics
is based on advances in approximation theory and control
theory, and the “trick” is to choose the poles so as not to
violate the basic underlying physics, ensuring it is causal,
stable, and passive. It helps to look at each one of these
requirements individually.

Causality states that a response cannot be obtained
before the excitation, so a reflected signal cannot be gen-
erated before the incident wave arrives. In other words,
the signal cannot show up at the load before it leaves the
source. This condition is not that difficult to meet for pole-
zero models. Incidentally, it is easy to violate this condi-
tion with traditional circuit models when improper values
are used. For example, microwave engineers often create
models with negative inductance. This works in the fre-
quency domain but is a disaster when tried in time
domain simulators.

Passivity simply implies that the structure cannot
create energy unless there is an energy source such as a
power supply. For example, referring to Figure 5, S-
parameters generated in EM simulators should theoreti-

Figure 3  ·  A drawback of the circuit-fitting approach is
that more resonances require more elements, which
leads to higher order polynomical representations with
greater sensitivities. In this plot, a four-element LC lad-
der demonstrates a 2x error at 9 GHz with just a 5% LC
deviation.

Figure 4  ·  Rational approximation fitting maps an S-
plane representation of the EM results at a small, finite
number of points to a rational function, S, defined by fit-
ting a set of poles to the s-plane representation.
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cally be passive (the exact solution in Figure 5). Passivity
is the hardest criterion for the algorithms to meet (the
spline solution). The details of implementation are quite
extensive, but essentially the algorithm must guess pairs
of poles and then test for passivity (non-passivity vector
fitting). Passivity has been the most difficult physical
constraint to satisfy in the current algorithms. Methods
that ensure passivity are only practical on small prob-
lems. The problem becomes more difficult for multi-
dimensional S-parameters with many ports. For a large
numbers of ports, there is no practical way to ensure pas-
sivity, and algorithms rely on reasonable checks that
work in most cases. When using these frequency-reduc-
tion methods, it is important to perform a passivity check
on the raw dataset, especially if a SPICE simulation is to
be performed.

It was mentioned earlier that these methods can also
be used for time-domain simulations. EM simulators gen-
erate S-parameters and many SI engineers want to use
time-domain simulators to look at eye diagrams, use time
domain models, and study hysteresis effects and switch-
ing issues. S-parameters must therefore be placed into a
time-domain circuit simulator, which presents a big prob-
lem. The straightforward way to include S-parameters in
the time domain (in SPICE for example) is to invoke con-
volution, which is extremely slow. The method requires
that for each time step taken in Spice, integrations be
performed over all previous time steps. A much more com-
putationally efficient method is for the S-parameter file
to be approximated by poles in the complex plane, making
it straightforward to represent these poles in SPICE by
voltage-controlled current sources. The simulation is
much faster and S-parameter effects are included. The
same caveats mentioned above apply when choosing the
poles: the approximation must be constrained by keeping
the results causal, stable, and passive. The very same
technique employed to speed up EM simulation is also
used to produce a model for the time-domain simulation
that speeds up the time-domain simulation itself.

Summary
Advances in EM theory, applied mathematics, and

computing are making EM simulators of more practical
value to SI engineers. Most designers appreciate that
computers are becoming ever more powerful. By dis-
cussing two important examples, we have attempted to
show that that is not the only reason for the increased
power of EM tools. New mathematical techniques that
have been developed over the past 20 years are being
incorporated into commercial simulators. Compressed,

iterative solvers are solving large problems that could not
be imagined even a few years ago. Advanced frequency
sweeping methods are giving simulators the capability of
predicting circuit performance over large bandwidths in a
fraction of the time necessary with discrete frequency
stepping methods.

The obvious question at this point is what is next for
new solution techniques, and what kinds of problems can
be solved? Although the future is obviously hard to pre-
dict, parallel computing algorithms are an obvious candi-
date. Researchers are hard at work trying to cleverly use
the immense power now readily available with inexpen-
sive clusters of machines. Nevertheless, two things are
certain: dedicated researchers are hard at work coming
up with the next great EM algorithm and SI engineers
will eagerly exploit the predictive power these new algo-
rithms bring.
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Figure 5  ·  Passivity analysis. Comparison of different
AFS approaches for five EM analysis points: spline fitting
of five points versus pole-zero vector fitting. The exact
solution created by the EM solver is shown in blue.
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